Hadoop: A Brief History

         Doug Cutting

         Started with Nutch in 2002 to 2004

o   Initial goal was web-scale, crawler-based search

o   Distributed by necessity
o   Sort/merge based processing

o   Demonstrated on 4 nodes over 100M web pages.  

o   Was operational onerous. “Real” Web scale was a ways away yet

         2004 through 2006: Gestation period

o   GFS & MapReduce papers published (addressed the scale problems we were having)

o   Add DFS and MapReduce to Nutch

o   Two part-time developers over two years

o   Ran on 20 nodes at Internet Archive (IA) and UW

o   Much easier to program and run

o   Scaled to several 100m web pages

         2006 to 2008: Childhood

o   Y! hired Doug Cutting and a dedicated team to work on it reporting to E14 (Eric  Baldeschwieler)

o   Hadoop project split out of Nutch

o   Hit web scale in 2008

Yahoo Grid Team Perspective: Eric Baldeschwieler

         Grid is Eric’s team internal name

         Focus:

o   On-demand, shared access to vast pools of resources

o   Support massive parallel execution (2k nodes and roughly 10k processors)

o   Data Intensive Super Computing (DISC)

o   Centrally provisioned and managed

o   Service-oriented, elastic

o   Utility for user and researchers inside Y!

         Open Source Stack

o   Committed to open source development

o   Y! is Apache Platinum Sponsor

         Project on Eric’s team:

o   Hadoop:

  Distributed File System

  MapReduce Framework

  Dynamic Cluster Management (HOD)

         Allows sharing of a Hadoop cluster with 100’s of users at the same time.

         HOD: Hadoop on Demand. Creates virtual clusters using Torq (open source resource managers).  Allocates cluster into many virtual clusters.

o   PIG

  Parallel Programming Language and Runtime

o   Zookeeper:

  High-availability directory and configuration service

o   Simon:

  Cluster and application monitoring

  Collects stats from 100’s of clusters in parallel (fairly new so far).  Also will be open sourced.

  All will eventually be part of Apache

  Similar to Ganglia but more configurable

  Builds real time reports.

  Goal is to use Hadoop to monitor Hadoop.

         Largest production clusters are currently 2k nodes.  Working on more scaling.  Don’t want to have just one cluster but want to run much bigger clusters. We’re investing heavily in scheduling to handle more concurrent jobs.

         Using 2 data centers and moving to three soon.

         Working with Carnegie Mellon University (Yahoo provided a container of 500 systems – it appears to be a Rackable Systems container)

         We’re running Megawatts of Hadoop

         Over 400 people express interest in this conference.

o   About ½ the room running Hadoop

o   Just about the same number running over 20 nodes

· About 15 to 20% running over 100 nodes

PIG: Web-Scale Processing

         Christopher Olston

         The project originated in Y! Research.

         Example data analysis task: Find users that visit “good” web pages.

         Christopher points out that joins are hard to write in Hadoop and there are many ways of writing joins and choosing a join technique is actually a problem that requires some skill.  Basically the same point made by the DB community years ago.  PIG is a dataflow language that describes what you want to happen logically and then map it to map/reduce.  The language of PIG is called Pig Latin

         Pig Latin allows the declaration of “views” (late bound queries)

         Pig Latin is essentially a text form of a data flow graph.  It generates Hadoop Map/Reduce jobs.

o   Operators: filter, foreach … generate, & group

o   Binary operators: join, cogroup (“more customizable type of join”), & union

o   Also support split operator

         How different from SQL?

o   It’s a sequence of simple steps rather than a declarative expression.  SQL is declarative whereas Pig Latin says what steps you want done in what order.  Much closer to imperative programming and, consequently, they argue it is simpler.

o   They argue that it’s easier to build a set of steps and work with each one at a time and slowly build them up to a complete and correct language.

         PIG is written as a language processing layer over Map/Reduce

         He propose writing SQL as a processing layer over PIG but this code isn’t yet written

         Is PIG+Hadoop a DBMS? (there have been lots of blogs on this question :-))

o   P+H only support sequential scans super efficiently (no indexes or other access methods)

o   P+H operate on any data format (PIGS eat anything) whereas DBMS only run on data that they store

o   P+H is a sequence of steps rather than a sequence of constraints as used in DBMS

o   P+H has custom processing as a “first class object” whereas UDFs were added to DBMSs later

         They want an Eclipse development environment but don’t have it running yet. Planning an Eclipse Plugin.

         Team of 10 engineers currently working on it.

         New version of PIG to come out next week will include “explain” (shows mapping to map/reduce jobs to help debug).

         Today PIG does joins exactly one way. They are adding more join techniques.  There aren’t explicit stats tracked other than file size.  Next version will allow user to specify. They will explore optimization.
JAQL: A Query Language for Jason

         Kevin Beyer from IBM (did the DB2 Xquery implementation)

         Why use JSON?

o   Want complete entities in one place (non-normalized)

o   Want evolvable schema

o   Want standards support

o   Didn’t want a DOC markup language (XML)

         Designed for JSON data

         Functional query language (few side effects)

         Core operators: iteration, grouping, joining, combining, sorting, projection, constructors (arrays, records, values), unesting, ..

         Operates on anything that is JSON format or can be transformed to JSON and produces JSON or any format that can be transformed from JSON.

         Planning to 

o   add indexing support


o   Open source next summer

o   Adding schema and integrity support

DryadLINQ: Michael Isard (Msft Research)

         Implementation performance:

o   Rather than temp between every stage, join them together and stream

o   Makes failure recovery more difficult but it’s a good trade off

         Join and split can be done with Map/Reduce but ugly to program and hard to avoid performance penalty

         Dryad is more general than Map/Reduce and addresses the above two issues

o   Implements a uniform state machine for scheduling and fault tolerance

         LINQ addresses the programming model and makes it more access able

         Dryad supports changing the resource allocation (number of servers used) dynamically during job execution

         Generally, Map/Reduce is complex so front-ends are being built to make it easier: e.g. PIG & Sawzall

         Linq: General purpose data-parallel programming constructs
         LINQ+C# provides parsing, thype-checking, & is a lazy evaluator

o   It builds an expression tree and materializes data only when requested

         PLINQ: supports parallelizing LINQ queries over many cores

         Lots of interest in seeing this code out there in open source and interest in the community to building upon it.  Some comments very positive about how far along the work is matched with more negative comments on this being closed rather than open source available for other to innovate upon.

X-Tracing Hadoop: Andy Konwinski

         Berkeley student with the Berkeley RAD Lab

         Motivation: Make Hadoop map/reduce jobs easier to understand and debug

         Approach: X-trace Hadoop (500 lines of code)

         X-trace is a path based tracing framework

         Generates an event graph to capture causality of events across a network.

         Xtrace collects: Report label, trace id, report id, hostname, timestamp, etc.

         What we get from Xtrace:

o   Deterministic causality and concurrency

o   Control over which events get traced

o   Cross-layer

o   Low overhead (modest sized traces produced)

o   Modest implementation complexity

         Want real, high scale production data sets. Facebook has been very helpful but Andy is after more data to show the value of the xtrace approach to Hadoop debugging.  Contact andyk@cs.berkeley.edu if you want to contribute data.

ZooKeeper: Benjamin Reed (Yahoo Research)

         Distributed consensus service

         Observation: 

o   Distributed systems need coordination

o   Programmers can’t use locks correctly

o   Message based coordination can be hard to use in some applications

         Wishes:

o   Simple, robust, good performance

o   Tuned for read dominant workloads

o   Familiar models and interface

o   Wait-free

o   Need to be able to wait efficiently

         Google uses Locks (Chubby) but we felt this was too complex an approach

         Design point: start with a file system API model and strip out what is not needed

         Don’t need:

o   Partial reads & writes

o   Rename

         What we do need:

o   Ordered updates with strong persistence guarantees

o   Conditional updates

o   Watches for data changes

o   Ephemeral nodes

o   Generated file names (mktmp)

         Data model:

o   Hierarchical name space

o   Each znode has data and children

o   Data is read and written in its entirety

         All API take a path (no file handles and no open and close)

         Quorum based updates with reads from any servers (you may get old data – if you call sync first, the next read will be current as of the point of time when the sync was run at the oldest.  All updates flow through an elected leader (re-elected on failure).

         Written in Java

         Started oct/2006.  Prototyped fall 2006.  Initial implementation March 2007.  Open sourced in Nov 2007.

         A Paxos variant (modified multi-paxos)

         Zookeeper is a software offering in Yahoo whereas Hadoop

HBase: Michael Stack (Powerset)

         Distributed DB built on Hadoop core

         Modeled on BigTable

         Same advantages as BigTable:

o   Column store

  Efficient compression

  Support for very wide tables when most columns aren’t looked at together

o   Nulls stored for free

o   Cells are versioned (cells addressed by row, col, and timestamp)

         No join support

         Rows are ordered lexicography

         Columns grouped into columnfamilies

         Tables are horizontally partitioned into regions

         Like Hadoop: master node and regionServers

         Client initially goes to master to find the RegionServer. Cached thereafter.  

o   On failure (or split) or other change, fail the client and it will go back to master.

         All java access and implementation.  

o   Thrift server hosting supports C++, Ruby, and Java (via thrift) clients

o   Rest  server supports Ruby gem

         Focusing on developer a user/developer base for HBase

         Three committers: Jim Bryan Duxbury, and Michael Stack

Hbase at Rapleaf: Bryan Duxbury

         Rapleaf is a people search application.  Supports profile aggregation, Data API

         “It’s a privacy tool for yourself and a stalking tool for others”

         Customer Ruby web crawler

         Index structured data from profiles

         They are using HBase to store pages (HBase via REST servlet)

         Cluster specs:

o   HDFS/Hbase cluster of 16 machines
o   2TB of disk (big plans to grow)

o   64 cores

o   64GB memory

         Load:

o   3.6TB/month

o   Average row size: 65KB (14KB gzipped)

o   Predominantly new rows (not versioned)

Facebook Hive: Joydeep Sen Sarma & Ashish Thusoo (Facebook Data Team)

         Data Warehousing use Hadoop

         Hive is the Facebook datawarehouse

         Query language brings together SQL and streaming

o   Developers love direct access to map/reduce and streaming

o   Analyst love SQL

         Hive QL (parser, planner, and execution engine)

         Uses the Thrift API

         Hive CLI implemented in Python

         Query operators in initial versions

o   Projections, equijoins, cogroups, groupby, & sampling

         Supports views as well

         Supports 40 users (about 25% of engineering team)

         200GB of compressed data per day

         3,514 jobs run over the last 7 days

         5 engineers on the project

         Q: Why not use PIG? A: Wanted to support SQL and python.

Processing Engineering Design Content with Hadoop and Amazon

         Mike Haley (Autodesk)

         Running classifiers over CAD drawings and classifying them according to what the objects actually are. The problem they are trying to solve is to allow someone to look for drawings of wood doors and to find elm doors, wood doors, pine doors and not find non-doors.

         They were running on an internal Autodesk cluster originally. Now running on an EC2 cluster to get more resources in play when needed.

         Mike showed some experimental products that showed power and gas consumption over entire cities by showing the lines and using color and brightness to show consumption rate.  Showed the same thing to show traffic hot spots.  Pretty cool visualizations.

Yahoo! Webmap: Christian Kunz

         Webmap is now build in production using Hadoop

         Webmap is the a gigantic table of information about every web site, page, and link Yahoo! tracks.

         Why port to Hadoop

o   Old system only scales to 1k nodes (Hadoop cluster at Y! is at 2k servers)

o   One failed or slow server, used to slow all

o   High management costs

o   Hard to evolve infrastructure

         Challenges: port ~100 webmap applications to map/reduce

         Webmap builds are not done on latest Hadoop release without any patches

         These are almost certainly the largest Hadoop jobs in the world:

o   100,000 maps

o   10,000 reduces

o   Runs 3 days

o   Moves 300 terabytes

o   Produces 200 terabytes

         Believe they can gain another 30 to 50% improvement in run time.

Computing in the cloud with Hadoop

         Christophe Bisciglia: Google open source team

         Jimmy Lin: Assistant Professor at University of Maryland

         Set up a 40 node cluster at UofW.

         Using Hadoop to help students and academic community learn the map/reduce programming model.

         It’s a way for Google to contribute to the community without open sourcing Map/Reduce

         Interested in making Hadoop available to other fields beyond computer science

         Five universities in program: Berkeley, CMU, MIT, Stanford, UW, UMD

         Jimmy Lin shows some student projects including a statistical machine translations project that was a compelling use of Hadoop.

         Berkeley will use Hadoop in their introductory computing course (~400 students).

Panel on Future Directions:

         Five speakers from the Hadoop community:

1.       Sanjay Radia

2.       Owen O’Malley (Yahoo & chair of Apache PMC for Apache)

3.       Chad Walters (Powerset)

4.       Jeff Eastman (Mahout)

5.       Sameer Paranjpye

         Yahoo planning to scale to 5,000 nodes in near future (at 2k servers now)

         Namespace entirely in memory.  Considering implementing volumes. Volumes will share data. Just the volumes will be partitioned.  Volume name spaces will be “mounted” into a shared file tree.

         HoD scheduling implementation has hit the wall.  Need a new scheduler. HoD was a good short term solution but not adequate for current usage levels.  It’s not able to handle the large concurrent job traffic Yahoo! is currently experiencing.

         Jobs often have a large virtual partition for the maps. Because they are held during reduce phase, considerable resources are left unused.

         FIFO scheduling doesn’t scale for large, diverse user bases. 

         What is needed to declare Hadoop 1.0: API Stability, future proof API to use single object parameter, add HDFS single writer append, & Authentication (Owen O’Malley)

         Malhout project build classification, clustering, regression, etc. kernels that run on hadoop and release under commercial friendly, Apache license.

         Plans for HBase looking forward:

1.       0.1.0: Initial release

2.       0.2.0: Scalability and Robustness

3.       0.3.0: Performance

Note: Yahoo is planning to start a monthly Hadoop user meeting.

